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Abstract. A reduced dimensionality model is used to study the reaction Os (X3E;,v > 0)+Og(32;,
v’ = 0) = O3(X'A1)+ O(*P) by means of time-dependent and time-independent quantum-mechanical
methods. State-selected probabilities and rate constants are obtained for the reactive process as well as for
the inelastic collision in which the vibrationally excited oxygen loses one or more quanta. It is found that
the experimentally observed jump in depletion rates above a critical value of v could be partially explained
by the vibrational relaxation rather than reaction. Reaction only becomes important for relatively high
translational energies and therefore the calculated rates are too small at the temperatures of interest. It
is concluded, however, that the reaction saddle point region in the potential energy surface plays a crucial

role in the enhancement of vibrational relaxation.

PACS. 34.10.+x General theories and models of atomic and molecular collisions and interactions (including
statistical theories, transition state, stochastic and trajectory models, etc.) — 34.50.Ez Rotational and
vibrational energy transfer — 82.40.We Atmospheric chemistry

1 Introduction

The study of atmospheric processes involving vibra-
tionally excited oxygen molecules has attracted an increas-
ing interest in the last few years. Several suggestions [1,2]

have been made on the role of O; to help solving the so-
called “ozone deficit problem” [3], which in simple terms
reflects the fact that a higher stratospheric ozone con-
centration is experimentally recorded than predicted by
model simulations. Although recent analyses and obser-
vations [4,5] seem to overcome this problem, this is still a
controversial matter that has produced a renewed debate
in ozone chemistry. Even if the ozone deficit problem were
solved, 03 molecules are of great importance in their own
for atmospheric modeling purposes.

Some years ago, Slanger et al. [1] proposed a new
ozone production mechanism in which vibrationally hot
02(X?Y) molecules could be photolyzed by sunlight.
The nascent oxygen atoms could react with ground state
O, yielding a net production of ozone. Vibrationally ex-
cited oxygen appears in the photolysis of ozone below
248 nm with typical bimodal distributions [6-8] peaked
around v = 14 and v = 27. However, a crucial point in
the Slanger autocatalitic mechanism is the requirement
that collisional relaxation must be slow compared with so-
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lar photodissociation. When measurements [9,10] showed
that collisional relaxation was very fast, this mechanism
had to be abandoned and new propositions were required.
In a series of works Wodtke and co-workers [10,11]
carried out detailed stimulated emission pumping (SEP)
experiments designed to measure the depletion rate of
02(X?X,v) in collision with Oy molecules in the vibra-
tional ground state. In those experiments, different vibra-
tionally excited states were populated by a sequence of
pump-dump lasers and their decay was monitored with
an additional probe laser. From the time dependence of
the SEP signal, the total rates of O; disappearance were
determined for levels up to v = 26. For v = 27, however,
the rate of relaxation was too fast to be directly observed.
At this point, they resolved to monitor the population of
the lower vibrational states and by assuming a given ki-
netic model they gave an estimation for the depletion rates
of v = 27, 28. As a major result within this kinetic model,
Wodtke and co-workers [10,11] found a sharp increase in
the rates of disappearance of Oz(v) for v > v., where
ve = 25—26 at T = 295 K, and v, = 26—27 at T = 465 K.
Considering that the mentioned vibrational levels were
close to the reaction barrier, together with some other
considerations [11], they proposed the reaction

O2(X*X,,v) + 02(X*X, v =0) = O3(X"'4;) + O(°P)
(R1)
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as the responsible mechanism for the sharp increase in
depletion rates. This suggestion was supported by theo-
retical calculations [12,13] for which the vibrational re-
laxation rates matched the experimental depletion rates
for vibrational levels up to v = 25. The proposition of re-
action (R1) became very attractive to explain the ozone
deficit problem [2]. Indeed, atmospheric model simulations
[6,14] showed that the ozone deficit could be overcome by
this new autocatalitic mechanism. Since then effort was
focussed in obtaining reaction rate constants for (R1). It
should be mentioned that in the Wodtke’s experiments,
such a direct measurement could not be performed be-
cause ozone was not directly detected.

Recently, we presented a calculation on (R1) in which
reaction rate constants at several temperatures were re-
ported [15]. It was found that although reaction occurs it
is too slow to account for the sharp increase in depletion
rates. Similar conclusions were reached in a preliminary
calculation by Balakrishnan et al. [16] as well as in more
recent works [17,18]. In this paper we present a full de-
scription of the reduced dimensionality model used to cal-
culate reaction rate constants and probabilities together
with interesting details. The inverse reaction is also inves-
tigated within our model in order to compare with avail-
able theoretical [16,19-21] and experimental [22] data. In
addition, the inelastic process is studied and the results
have led us to propose a new explanation [23] of the men-
tioned experimental jump.

The article is arranged as follows. In Section 2 we
describe the two dimensional potential energy surface
(PES) on which the quantum reactive and inelastic dy-
namics is studied, as well as the time-dependent and time-
independent methodologies employed. Results indicating
the presence of chemical reaction and inelastic probabili-
ties are presented and discussed in Section 3 and our final
conclusions are given in Section 4.

2 Theoretical model
2.1 Model Hamiltonian and potential energy surface

In the theoretical treatment of reaction (R1) several con-
siderations must be made. First, it is a very complicated
reaction since it involves four heavy atoms that make cal-
culations more difficult and second, it also involves the
presence of very excited species. These are reasons that
advise the use of reduced dimensionality treatments since
even with the present state-of-the-art computer technol-
ogy it is a very difficult task to perform a full dimensional
calculation.

Two degrees of freedom are considered in our reduced
dimensionality model: the internuclear distance of the vi-
brationally excited Og molecule, r, and the distance be-
tween the centers of mass of the two diatoms, R. The
Hamiltonian for these collinear-like Jacobi coordinates is

R 02 R 9
H= 2ur OR?  2u, Or? + V(R (1)
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where the masses involved are p, = (momo)/(mo +mo)
and pr = (2mo2mo)/(2mo+2mo), mo being the atomic
oxygen mass. V(R,r) is an effective PES which we have
built from the six-dimensional PES of Varandas and Pais
(VP) [24].

The procedure for obtaining V(R,r) consists of mini-
mizing the energy, for fixed values of the two reaction-like
coordinates (R,r), and adding the harmonic zero-point
energy of the remaining degrees of freedom [25]. We have
kept frozen the internuclear distance of the Oy molecule
whose bond is not broken at 2.35 bohr, which represents
a compromise between the equilibrium O, and Oz values,
so that only the zero-point energies of the bending coordi-
nates are included. Although the method seems straight-
forward, problems are found to obtain V(R,r) in the
products channel region, due to the inadequacy of the co-
ordinates (R, ) to describe the stretching motion of the
newly formed O—O bond in ozone. In that region, where
r becomes large, it is found during the minimization pro-
cedure that for a large range of R the angular coordinates
can be varied in such a way that a minimum is found for a
geometry close to the Oz equilibrium. The result is an un-
physical product channel well, where the frequency corre-
sponding to the stretching mode of the newly formed bond
is too small. It is interesting to notice that two prototyp-
ical systems of quantum reactive scattering [26] Hy + CN
and Hy + OH, are characterized by saddle-points where
the bond being broken and the bond being formed are
nearly collinear and are therefore not strongly affected by
the choice of Jacobi coordinates when obtaining the re-
duced dimensionality potential. Unfortunately the O3+0O2
system has a non-planar saddle-point which does not re-
semble aforementioned collinear geometry. To solve the
problem we rather perform the minimization procedure
using valence coordinates, for which the bond distances
and angles are decoupled, and then we transform back
to Jacobi coordinates. Following this method we have ob-
tained a smooth PES which properly describes the bond
breaking and bond forming process and avoids local (most
likely spurious) minima encountered in previous dynami-
cal studies using the VP PES [24,27].

A contour plot of the 2D PES so obtained is shown
in Figure 1. The geometry and energy of the saddle point
are very close to those of the full dimensional surface. Our
zero-point corrected exothermicity and energy barrier val-
ues are 4.11 and 4.26 eV, respectively, while those of the
VP full dimensional surface are 4.09 and 4.25 eV, respec-
tively.

The aim is to obtain initial state-selected reaction

probabilities
Pv = § Pvma (2)
m

P, being the state-to-state reaction probability where v
indicates the vibrational excitation of the active reactant
O5 and m is related with the vibrational excitation of the
bond formed in Os. In the same way, we are interested in
the initial state-selected inelastic probabilities

pine — Z P. (3)

v/ #v
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Fig. 1. Contour plot of the reduced dimensionality potential,
V(r',R'), used in all the calculations presented in this work.
7" and R’ (in atomic units) are mass-scaled Jacobi coordinates
(Eq. (4)). The contours range from 2.25 eV to 5.75 eV with
evenly increments of 0.25 eV. The zero of energy corresponds
to the minimum of the Oz + O2 channel.

Next we present two approaches (time-independent and
time-dependent) for the dynamical calculations. The rate
constants calculation is presented at the end of this
section.

2.2 Time-independent calculations

A standard procedure has been used in the time-
independent (TI) calculations. The Jacobi coordinates r
and R are mass-scaled:

12y, (4a)

(4b)

= (/1)
R = (ur/m)'/*R,

(where p = (urpg)'/?) and further transformed to hyper-
spherical (polar) coordinates p and ¢

p2 _ 7"/2 T R/2 (5&)

/

(5b)

tand = P
The Schrédinger equation, now depending on p and 9, is
solved in two steps. First, for a range of p values, bound-
state problems are solved for the coordinate d, such that a
set of eigenvalues and eigenfunctions depending paramet-
rically on p is obtained. The total wavefunction, expanded
as a linear combination of the previous eigenfunctions with
unknown coefficients depending on p, is substituted into
the Schrédinger equation leading to a set of close cou-
pled equations which are solved by means of the R—matrix
propagation method of Light and co-workers [28]. Apply-
ing the appropriate boundary conditions gives the state-
to-state reaction probability as the squared modulus of
the corresponding S—matrix element.

Although in our model only two degrees of freedom
are explicitly treated, the fact that we are dealing with
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very excited states and that, as it is seen later, reaction
and inelastic probabilities are very small for the trans-
lational energies of interest, we need to perform a very
careful calculation of such small probabilities. In many
situations, when hyperspherical coordinates are used ap-
proximate boundary conditions (ABC) are applied [29],
where boundary conditions are directly imposed in hy-
perspherical coordinates and the probabilities so obtained
are averaged over a range of p values. Here, we check this
procedure against the use of exact boundary conditions
(EBC), where the S—matrix is obtained by projecting the
asymptotic scattering wave onto the correct asymptotic
vibrational states in Jacobi coordinates [30].

Moreover, we have found that more accuracy and sav-
ing in computing time can be gained by the use of “shifted
mass-scaled Jacobi coordinates”

vl = (e /) (r — ro),
R, = (ur/p)"*(R — Ry),

before transforming to hyperspherical coordinates. In this
way, (Ro,r0) are chosen such that a new and more con-
venient origin of coordinates (p = 0) is defined. In the
present case we have chosen (Rg,7¢) to be the values of
the bottom-left corner in Figure 1. This has allowed us
to set a smaller grid for the ¢ coordinate (in comparison
with using (Ro,70) = (0,0)). In addition, a better rate
of convergence to the asymptotic states, as p increases, is
achieved, since the new ¢ and p coordinates are more de-
coupled in the asymptotic region than those corresponding
to unshifted Jacobi coordinates. To the best of our knowl-
edge, the use of these shifted coordinates has not been
reported before.

With regard to the numerical details, the hyperradius
is divided into 200 sectors between p = 0.2 bohr and
p = 15.0 bohr. For each sector the bound hyperspheri-
cal “surface states” were obtained using a particle-in-a-
box discrete variable representation (DVR) [31] grid of
600 points. The lowest 70 surface states were used in the
R-matrix propagation. With these numerical parameters,
the reported probabilities and rates are converged within
1% with respect to number of sectors, p range, number of
DVR points, and number of propagated channels.

2.3 Time-dependent calculations

In the time-dependent (TD) treatment of the reactive pro-
cess, an initial wave packet describing the state of reac-
tants, ¥(R,r,t = 0), is propagated in time subject to the
time-dependent Schrodinger equation,

. Ov

with the Hamiltonian, H, given by equation (1). The ini-
tial wave packet at time ¢ = 0 is given by

W(n R,t= 0) = ¢U(T)X(R)v (8)
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where ¢, (r) is an eigenstate of Oy and

2Ima 1/4 i 2
X(R) = ( — ) el™  (a(R—Ro)*+p(R—Ro))] 9)

is a general Gaussian wave packet in Heller’s notation [32]
that describes the translational degree of freedom, p being
the mean momentum along the R coordinate and Ry, the
initial position where the Gaussian function is placed, out
of the interaction region.

Reaction probabilities can be obtained, as indicated
by Zhang et al. [33], from the behavior of the time-
independent wave function Vg at a dividing surface r;.
This wave function is obtained by Fourier transforming
our time-dependent wave packet [32,33]:

v = [ deT UG RY, (10

a(E)

— 00

with
o(E) = / dr dR ¢ (rCe=*Ru(r Rt = 0), (1)

where C' is an appropriate normalization constant such
that (Ug|¥f) = 2nhé(E — E').

With the above wave function so obtained, the reaction
probability is computed as:

PAE) = leldr - n) g lve) (12)

In addition, in order to follow the course of the reaction,
a time-dependent reaction probability can be extracted
from the wave packet calculation

P () = -l (0)3(r — r.) 10

(13)
Concerning the numerical details, a grid of 256 evenly
spaced points along the R coordinate and 512 for the r
coordinate has been employed. Long propagation times
were necessary since wave packets moved along the prod-
ucts valley with very small kinetic energy (note that the
energy difference between the saddle point and the bottom
of the products valley is rather small). To avoid problems
of spurious reflections, we have used an absorbing function
[34] of the form f(R) = exp(—3(R — Raps)?), with values
B =10.5A72and Rups = 6.35, for R > Rgps and f(R) = 1
otherwise. Analogously for f(r), a Gaussian function with
parameters 8 = 9.0 A2 and rqps = 5.82 A, has been used
for r > raps, while f(r) = 1 has been taken for r < rgps .
The propagation has been carried out with the “split op-
erator” proposed by Feit and Fleck [35], with typical time
steps of 0.01 fs. Concerning the dividing surface given by
s, we have used 7 values beyond the saddle point (in the
direction that goes toward product states), checking that
the chosen position does not alter the calculated reaction
probabilities.
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2.4 Reaction rate constants

We have obtained approximate three-dimensional reaction
rate constants using the reduced dimensionality approach
of Bowman et al. [36]. For the vibrationally state selected
collision between Oz (v) with Oz2(v" = 0), assuming Boltz-
mann distributions for the reactant translational and rota-
tional degrees of freedom, the resulting reaction rate con-
stant at temperature T is given by

[ eCQi
k(1) = hail(czmm

where the reaction probability (Eq. (2)) is given as a
function of Ej, the translational energy. The factor tak-
ing into account the electronic degeneracy is taken to be
fetee = 1/3, since of the nine degenerate states of the re-
actants (corresponding to the singlet, triplet and quintet
states of (O3)2), only the triplet state correlates with prod-
ucts Oz 4+ O. On the other hand, Q; is the reactant trans-
lational partition function and Q,.; is the classical rota-
tional partition function of O, [37]. Finally, Q* = QiibQ;t

/ dE, e P/KeTp (E,),  (14)
0

rot
is the vibrational-rotational partition function of the tran-

sition state (TS), where

3

—1
Qs =[] [1 —exp(—hw!/KsT)] ",  (15)
s=1
and )
2K T\ 2
Q= ity (S5) 7 o

Since the TS has a nonlinear geometry (it is in fact non-
planar), it is described by an overall rotation together with
five vibrational modes. The two vibrational modes corre-
lating with the stretchs of the two Os molecules are not
included in Qiib: one of them is explicitly considered in
the dynamics; the other one, corresponding to the “spec-
tator” Oz(v" = 0), has been checked to have a negligible
effect on the calculated rate constants. Thus, Qiib is com-
puted from the three harmonic bending frequencies, (ws),
at the T'S. In equation (16), I, I, I are the principal mo-
ments of inertia of O4 at the T'S. We have checked that the
frequencies and constants of inertia used here are almost
identical to those reported by Balakrishnan and Billing
[16,21], which is the expected result since they used the
same VP PES. In addition, the TS data are fairly simi-
lar to those of the ab-initio calculation of Lauvergnat and
Clary [18].

3 Results and discussion
3.1 The inverse reaction
The inverse of reaction (R1),

OCP) + 03(" A1) = 202(X° %)) (R2)
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Fig. 2. Time-dependent (TD) and time-independent (TT) ini-
tial state selected cumulative reaction probabilities for reaction
(R2) (for ozone initially in the ground state) as functions of to-
tal energy. Note that the reaction barrier is 4.26 eV. The zero
of energy corresponds to the minimum of the Oz + O3 channel.

is a highly exothermic reaction that has been studied by
means of different theoretical methods [16,19-21,24] (all
of them based on the same VP PES [24]), whose results are
in very good agreement with what has been experimen-
tally reported [22]. In order to test our reduced dimen-
sionality model, it is a natural choice to begin presenting
the calculations of the rate constants of (R2). Comparison
with experiments will also serve as a convenient scenario
for the discussion of the reliability of the VP PES.

In Figure 2 we show the cumulative reaction probabil-
ities (starting with the ground state of Oz and summed
to all final product states) computed with time-dependent
and time-independent methods. It is seen that both calcu-
lations compare quite satisfactorily. It can also be appreci-
ated that, as expected for an exothermic reaction, there is
almost no reaction threshold: for a total energy just above
4.26 eV (the saddle point energy, measured from the bot-
tom of the O3+ 04 valley), the reaction probability rapidly
rises reaching almost 1. As a consequence, rate constants
are expected to be quite large. Proceeding similarly to the
direct reaction, the thermal rate constant (summed over
all initial states) for (R2) can be written as

feleceA/KBTQi

k(T) — O thQrothib

/ dEe F/KsTp, (E)
0

(17)
where Py, (F) is the total cumulative reaction probabil-
ity (sum over all initial and final states) E is the total
energy (the zero of energy corresponding in this case to
the ground state of O3), @ is the transition state partition
function (the same as used for the direct reaction), and Qy,
Qrot and Q. are the translational, rotational and vibra-
tional, respectively, partition functions of reactants (Qu:p
is computed accordingly with the above mentioned choice
of zero of energy). The geometry and vibrational frequen-
cies of O3z, needed to calculate Q.+ and Q.;», where ob-
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Fig. 3. Thermal rate constants for reaction (R2) (reverse of
(R1)), computed with time-dependent and time-independent
methods and compared with some theoretical (Refs. [16,20])
and experimental (Ref. [22]) rates.

tained from the full dimensional VP PES and are very
close to the spectroscopic values [38]. On the other hand,
A corrects the barrier height for having kept frozen the
internuclear distance of the spectator bond as well as not
having included the zero point energy of the correspond-
ing mode, as described in detail in reference [39] for the
case of OH + Hj. In equation (17), o, is the statistical
factor, which is assumed to be 2 as in reference [16], and
fetec(T) is a factor accounting for the electronic degenera-
cies of (R2). Its value has been taken as that suggested by
Varandas and Pais [24]

3
" 5+ 3 exp(—228/T) + exp(—326/T)

felec (T) (18)

In Figure 3, we present our calculated rate constants (both
from TTI and TD calculations) for different temperatures,
compared with some theoretical [16,20] calculations as
well as experimental measurements [22]. We would like to
emphasize two points. First, our rate constants compare
well with the variational transition state ones of reference
[16], and also with calculations of reference [20], which
is a quantum mechanical calculation that involves several
approximations as the coupled state and quasi-breathing-
sphere. Note that both previous theoretical works also
used the VP PES. This result gives us some confidence
in the reduced dimensionality treatment employed in this
work.

Second, it is seen that theoretical calculations using
VP PES show quite a good agreement with experimen-
tally measured rate constants, which indicates that the
VP PES is quite reliable. Further confidence on the VP
PES comes from the fact, commented before, that re-
cent accurate ab-initio calculations [18] predict a geom-
etry for the transition state very similar to that of the VP
PES. On the other hand, the major drawback of the VP
PES has been addressed in the combined theoretical and
experimental study by Mack et al. [27], where the main
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Fig. 4. Time-dependent (TD) and time-independent (TI,
EBC) cumulative reaction probabilities for reaction (R1), se-
lected for initial state Oz(v)+ O2(v" = 0), as functions of trans-
lational energy.

conclusion is that the VP PES does not seem to correctly
describe the product distribution of (R2), mainly because
of the role of the O—O bond which is unbroken during
reaction. While in the VP PES such a bond is a mere
“spectator”, experiments indicate that two vibrationally
excited diatomic molecules are produced in reaction, in
contrast with a spectator bond model. We see that the
VP PES is quite reasonable in describing the TS region
and Oz + O channel, but a deeper attention to the region
of O 4 O valley leading to the TS would probably be
very valuable.

3.2 The direct reaction

We have studied the reaction (R1) for a large sample of
translational energies. In Figure 4, we have plotted the cu-
mulative reaction probabilities summed over final states
(Eq. (2)), for different values of the initial vibrational
excitation. As can be seen, a remarkable agreement was
reached between both TD and TI results (this last one
computed using exact boundary conditions). It is evident
from that figure that reaction probabilities become quite
large once the reaction threshold is reached, but it is seen
that such a threshold is found for rather large translational
energies and, besides, it depends on the initial vibrational
excitation. At this point, it should be recalled that the
v = 28 state is the first state over the reaction barrier
(the vibrational energy of v = 28 is 4.33 eV whereas the
reaction barrier is at 4.26 eV). Therefore it would be possi-
ble, on energy grounds, that reaction occurred at virtually
zero translational energy for v > 28. On the contrary, it is
found that a non negligible amount of translational energy
is needed to promote reaction, although such a “dynami-
cal” threshold moves to lower translational energies as v
increases. In summary, we found that although vibrational
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Fig. 5. Time-independent cumulative reaction probabilities (in
logarithmic scale) using approximate (ABC) and exact (EBC)
boundary conditions as functions of translational energy, for
initial states v = 26 and 28. In the same figure, the exponential
term involved in the calculation of rate constants is also shown
for a temperature of 295 K.

energy is very important in order to overcome the barrier
(as expected for an endothermic reaction with a late bar-
rier), relative translational energy also plays a role. This
is the expected result for a reaction where the combina-
tion of masses produces a relatively small skewing angle
(see Fig. 1) which reduces the effectiveness of vibrational
energy.

In order to calculate reaction rate constants at the tem-
peratures of interest, it is only of relevance the behavior of
the reaction probabilities at low kinetic energies. In Fig-
ure 5, v = 26 and v = 28 reaction probabilities are plotted
in logarithmic scale, for the two versions of TT calculations
(approximate and exact boundary conditions, ABC and
EBC, respectively). The exponential term (given in this
scale by a straight line) involved in the calculation of the
rate constants (Eq. (14)) is also shown in the same fig-
ure for a temperature of 295 K. At this temperature, for
instance, the range of translational energies below 0.2 eV
is the one that contributes more to the integral of equa-
tion (14) for the v = 28 rate. It is clear that small abso-
lute errors in the probabilities would produce large errors
in the computation of rate constants. Hence for this kind
of reactions, where probabilities are very small, much care
should be exerted in the convergence of rate constants. On
the other hand, it can be seen from Figure 5 that the use
of (simpler) TI ABC yields significantly good results in
comparison with TT EBC, the most important difference
being that, given that the ABC involve some averaging,
they give smoother probabilities than the use of EBC.

In computational terms, it should be noted that the
ABC approach, being simpler, can become time consum-
ing because propagation up to very large p values is needed
in order to obtain converged results. The EBC method,
on the other hand, involves performing energy-dependent
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Fig. 6. State selected rate constants for reaction (R1), as func-

tions of the initial vibrational state, v, and for two different

temperatures (295 and 465 K). Their values are to small to ex-
plain the large values of the experimental depletion rates [11].

integrals so it can be less efficient if probabilities are
needed over a grid of many energies. Therefore there is
a matter of balance between both effects and thus which
method presents a better performance depends on the de-
tails of the dynamical system. In the present case, where
probabilities were computed for a quite large range of total
energies, the use of ABC TT method turned out to be less
expensive. Regarding the TD calculation, we have checked
that it can give as accurate probabilities as the TI method,
but at a very high computational cost, since low kinetic
energies involve very long propagation times (and much
care has to be taken with the accumulation of errors).
Moreover, one of the advantages invoked for TD meth-
ods that is the choice of the initial state, becomes here a
drawback since we are interested in a rather large range of
initial vibrational states. If we were interested in just one
initial state, the TD method would perform nearly better
that the TT one. However, as in the TI scheme virtually
all initial vibrational states can be computed at once, the
result is an overperformance of the TI method when one is
interested in studying several initial states. Although our
codes were not completely optimized and we did not at-
tempt to improve their performance, we found that overall
the TT method is about 7-10 times more efficient.

In Figure 6, we plot the calculated rate constants (from
the TT EBC results), as functions of the initial vibrational
excitation and for two different temperatures. As can be
seen, the rate constants increase very rapidly with the
vibrational excitation indicating that reaction is getting
more and more important. Except for the largest tempera-
ture and vibrational excitation, their values are, however,
too small. In particular, the rate constants for v = 27,
28 are far too small compared with those predicted from
Wodtke’s experimental depletion rates, not even a quali-
tative jump in the reaction rates for v > 25—26 is found
as suggested from their experiments. In other words, as

165
0.10 1
0.08 1

2

%

g 0.06 1

o

c

2 004} 1

Q

[}

[J]

[ad
0.02 | 1
0.00 /\/\vw\,.v

00 02 04 06 08 10 12 14
Time (ps)

Fig. 7. Reactive flux as a function of time (Eq. (13)), for the
time dependent propagation of initial state v = 28. Notice
that there are times where the backward flux dominates (i.e.,
negative flux), indicating a recrossing of the wave packet back
to the reactants valley.

recently reported [15], the proposition that reaction (R1)
would be the responsible of the observed jump is not sup-
ported by our calculations. Same conclusion was reached
by Balakrishnan and Billing [16] who employed a semiclas-
sical wavepacket method and, more recently, by Varandas
and Wang [17] who carried out full dimensional quasiclas-
sical trajectories, in both cases using the same PES. More-
over, the same negative result was found by Lauvergnat
and Clary [18], who obtained reaction rate constants from
a new ab-initio PES.

At this point, it results interesting to present Figure 7,
where the time dependent reaction probability (Eq. (12))
is depicted for a propagation of the v = 28 initial state
with a central total energy of 4.83 eV. It is seen that, after
the main portion of the wave packet crosses the TS, there
are times where the backward flux dominates (i.e., is nega-
tive), indicating that some portion of the wave packet goes
back to the entrance channel. Although a quantitative
measurement of the recrossing has not been attempted,
we do have checked that the backward flux is larger for
lower translational energies. This result suggests that the
behavior of the inelastic probabilities can be affected by
the TS region (and beyond it in going to the product chan-
nel) in the PES, even in the absence of reaction. It can be
expected that a more effective energy transfer is produced
if the diatomic partners reach the TS region before being
inelastically scattered.

3.3 The inelastic process

The conclusion that, although (R1) occurs, it is too slow to
explain the experimental jump in depletion rates, together
with the suggestion from the TD calculations that the TS
may play a role in the inelastic process, have prompted us
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Fig. 8. Integrals defined in equation (19) as functions of the
initial state v and for temperatures 295 and 465 K. As such
integrals are related with the vibrational relaxation rates, it
is suggested that the experimentally observed [11] jump in Oé
depletion rates could be explained by vibrational relaxation
rather than reaction.

to study the inelastic process on the same reduced dimen-
sionality PES.

Inelastic probabilities (summed over all inelastic chan-
nels, Eq. (3)) were computed within the TI framework
and using exact boundary conditions. In this case we have
found, contrarily to what happened in the reactive case,
that the use of approximate boundary conditions yields
very inaccurate results. This can be understood from the
fact that, in the absence of reaction, the inelastic proba-
bility is & 1 — Pejqstic, S0 we are actually dealing with the
calculation of a state-to-state probability (Pegstic in this
case), which is usually much more difficult to converge us-
ing approximate boundary conditions than a probability
involving sums over several states. In order to obtain relax-
ation rate constants, there are some approaches in the the-
ory of inelastic collisions which are quite similar in spirit
to the transition state theory for the reaction dynamics
[40]. An “inelastic version” of the reduced dimensionality
theory of Bowman [36] can be developed and we are work-
ing in that direction. However, insight on the variation of
the relaxation rate constants with the initial vibrational
excitation at a given temperature can be gained by com-
puting the integral

oo
I = / dE, e~ B/ KBT pine(Ey). (19)
0

In Figure 8, the calculated integrals are presented for
T = 295 and T = 465 K. It is noticeable that, contrarily
to the reaction rates shown in Figure 6, the results pre-
sented in Figure 8 indicate that the vibrational relaxation
rates would undergo a jump above v, = 26 and v, = 24
for T'= 295 and T = 465 K, respectively. The present re-
sults are in good qualitative agreement with experiment:
depletion rates increase quite strongly above a certain vi-
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brational level v., which depends on temperature (the ex-
perimental values of v, are v. = 24-25 (T = 295 K)
and v, = 26 (T = 465 K). At this point, it is interesting
to comment on previous theoretical calculations on relax-
ation rates. Herndndez et al. [13] computed explicit values
for vibrational-to-translational (V-T) and vibrational-to-
vibrational (V-V) rates using an accurate ab-initio PES
that did not include the reactive channel. They obtained
quite a satisfactory agreement with the experimental de-
pletion rates for vibrational excitations below the critical
value v.. For v > v, their relaxation rates showed a smooth
behavior without indication of any jump. The most obvi-
ous reason for the jump found in our calculations is that
the vibrational relaxation rates undergo an enhancement
induced by the reactive channel [41,42].

In order to check the previous statement, we have per-
formed additional test calculations in which the region of
the saddle point has not been included (by artificially set-
ting a infinite wall in the PES for those points (r, R) such
that » > 7y, where 7y, is the saddle point position). In
Figure 9, true (solid lines) and “artificial” (dashed lines)
inelastic probabilities are compared for different initial vi-
brational excitations. It has to be recalled that for the
translational energies involved in the calculations (shown
in Fig. 9), reaction probabilities are negligible in compari-
son with inelastic probabilities. First, it can be seen in that
figure that the true inelastic probabilities exhibit clear
thresholds which shift towards lower translational ener-
gies as v increases (as if they were reaction probabilities).
The sharp rise in the relaxation rates for v > v. is now
easily explained: v, is the first vibrational level for which
the inelastic threshold falls within the translational energy
range relevant at a given temperature. Second, when arti-
ficial inelastic probabilities are analyzed, it is found that,
up to v = 24, the exclusion of the TS region hardly af-
fects the behavior of the inelastic probabilities, whereas for
larger v’s the artificial probabilities become smaller than
the true ones. Therefore, the exclusion of the TS shifts
the inelastic threshold towards higher energies and, as a
consequence, the jump in relaxation rates is not longer
found. In conclusion, although the reactive process is of
little importance, the presence of the saddle point region
is the key for the enhancement of the relaxation rates.

4 Conclusions

We have carried out quantum mechanical time-dependent
and time-independent calculations using a reduced dimen-
sionality model for the reactive and inelastic process given
by (R1). The reverse process given by (R2) has also been
investigated showing that our model can yield accurate
values for the magnitudes of interest, compared with avail-
able theoretical and experimental results.

The reaction probabilities and rate constants indicate
that at the temperatures of interest there is no noticeable
reaction that could explain the experimental findings of
a sharp jump in depletion rates of vibrationally excited
O, in collision with ground state oxygen molecules. The
inelastic rates, on the other hand, do show a jump from
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Fig. 9. Cumulative inelastic probabilities for initial states
v = 24, 26, 28 as functions of translational energy (full lines),
compared with analogous probabilities (dashed lines) from cal-
culations where the reaction saddle point region has been artifi-
cially excluded. The comparison indicates that the vibrational
enhancement in the relaxation rates is induced by the reactive
channel.

some vibrational state, v., on. For this jump to appear it
is crucial to include in the calculations the transition state
region of the PES. Thus, although chemical reaction is not
very important numerically, the modeling of the inelastic
process associated with (R1) needs the inclusion of the re-
active channel. Nevertheless, there is still ample room for
improvements in both theoretical and experimental sides.
In particular, it would be worth a detailed analysis of the
PES near the TS towards the Oy 4+ Oy channel, as well
as more experimental data concerning the direct ozone
detection or specific state-to-state inelastic transitions in
the high vibrational excitation regime.

In the course of this work some other important
methodological points have been stressed. First, for re-
actions with small values of reaction probabilities the er-
rors committed in the computations of the rate constants
can be large if a careful examination of reaction probabil-
ities is not carried out for low translational energies. Sec-
ond, a shift in the origin for the PES helps to obtain well
converged probabilities when using hyperspherical coordi-
nates. Third, the use of approximate boundary conditions
has proved to be very accurate in the computation of re-
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action probabilities while gives quite incorrect results in
computing inelastic ones.
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